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I. INTRODUCTION 

IRRHOSIS poses a significant health challenge, with 56,585 
deaths and a mortality rate of 17.0 per 100,000 population, 

and is ranked the 9th leading cause of death [1],[2]. The global 
burden of cirrhosis is enormous, with 9.42 million cases of 
compensated cirrhosis and 917,000 cases of decompensated 
cirrhosis reported in 2018 [3],[4]. This condition is 
characterized by liver fibrosis and nodule formation due to 
chronic injury, which causes structural changes in the liver. 
Although data on the global burden of cirrhosis associated 
with Metabolic-Related Fatty Liver Disease (MAFLD) are 
limited, it is speculated that it significantly contributes to the 
overall burden of cirrhosis [5]. 

In this context, Gradient Boosting and XGBoost are 
promising solutions to improve Cirrhosis detection [6]. The 
main objective of the study is to determine and compare the 
techniques used in classifying Cirrhosis data [7]. In this case, 
this study will focus on 2 main methods, namely Synthetic 

Minority Oversampling Technique (SMOTE) and two strong 
classification models, namely Gradient Boosting and XGBoost. 
Through the integration of these two techniques, this study 
aims to achieve a higher level of accuracy in classifying 
Cirrhosis patients [8]. 

In the realm of medical diagnostics, particularly in the 
detection of Cirrhosis, advanced machine learning techniques 
have emerged as vital tools for improving classification 
accuracy [9]. Among these, Gradient Boosting and its 
enhanced variant, XGBoost, stand out for their robust 
performance in handling complex datasets. The primary 
objective of this study is to systematically evaluate and 
compare various techniques employed in classifying Cirrhosis 
data, specifically focusing on the effectiveness of these 
machine learning methods in enhancing diagnostic precision. 
By leveraging the strengths of these algorithms, the research 
seeks to uncover insights that could significantly advance 
clinical decision-making processes. 

To address the challenges posed by class imbalance in 
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medical datasets, this study will incorporate the Synthetic 
Minority Oversampling Technique (SMOTE). SMOTE is 
designed to create synthetic examples of underrepresented 
classes, thus helping to balance the dataset and improve the 
model's ability to accurately classify minority instances, such 
as early-stage Cirrhosis cases. The combination of SMOTE 
with the powerful classification capabilities of Gradient 
Boosting and XGBoost is anticipated to yield higher accuracy 
rates and lower misclassification rates in the detection of 
Cirrhosis. Ultimately, the findings of this study are expected 
to provide valuable insights for healthcare professionals, 
enabling them to make more informed and timely decisions 
regarding patient care. By improving the accuracy of Cirrhosis 
classification, this research could lead to more effective 
treatment strategies and better patient outcomes. As the 
medical field increasingly embraces data-driven solutions, the 
integration of advanced machine learning techniques such as 
Gradient Boosting, XGBoost, and SMOTE will play a critical 
role in transforming how diseases like Cirrhosis are diagnosed 
and managed [10]. 

In this study, a comparison will be made with previous 
studies to highlight the innovations and improvements 
produced by this research method. Thus, this effort aims to 
make a positive contribution in better detecting and managing 
Cirrhosis, as well as providing more effective solutions to the 
problems faced by the global community in the context of 
health and quality of life.  

II. RELATED WORK 

Previous research focused on predicting cirrhosis using a 
Support Vector Machine (SVM). By concentrating on critical 
variables such as age, gender, and laboratory test results, this 
study assessed the accuracy of the SVM model by optimizing 
parameters like C and 𝛾. The results showed that the best 
model using SVM with parameters C = 1 and 𝛾 = 0.6 provided 
the highest accuracy of 0.6, contributing to a deeper 
understanding of classifying the stages of cirrhosis [11]. Based 
on prior research, this study will address the detection of 
cirrhosis using two models, Gradient Boosting and XGBoost, 
and will handle class imbalance using SMOTE. 

The development of a model [12] capable of accurately 
detecting stroke utilized the Random Forest algorithm 
combined with the Synthetic Minority Over-sampling 
Technique (SMOTE) to address class imbalance. The dataset 
was derived from prior research, comprising 43,400 patient 
records, of which 783 cases involved cirrhosis. The primary 
goal of this study was to assess the performance of machine 
learning methods in detecting cirrhosis. The evaluation 
highlighted the performance of the Random Forest algorithm, 
which, without applying SMOTE, achieved an accuracy of 
0.98, with precision, recall, and F1-score values of 0.69, 0.51, 
and 0.51, respectively need for handling imbalanced data. 

The SMOTE Extreme Gradient Boosting method was 
implemented to tackle the challenge of data imbalance and 
enhance the accuracy of classification models [13]. This study 
utilized a dataset of 69 records, focusing on the classification 
of cervical cancer cases at Dr. Pirngadi Hospital in Medan. By 
applying the SMOTE Extreme Gradient Boosting method, the 

model was able to address the imbalanced data distribution 
effectively. The results showed a remarkable accuracy of 100%, 
underscoring the method's ability to produce highly reliable 
predictions. This exceptional performance places the model 
among the best techniques for classifying cervical cancer cases 
in this specific context. However, specific information 
regarding the size or composition of the dataset used in the 
research was not provided. Additionally, SMOTE algorithms 
were applied to improve model performance. Although 
SMOTE Random Forest exhibited higher overall accuracy, 
SMOTE XGBoost outperformed in terms of recall for the 
cirrhosis class, indicating its superior ability to identify this 
stage of the disease [14]. 

In the context of medical classification, particularly 
cirrhosis, the use of Synthetic Minority Oversampling 
Technique (SMOTE) combined with powerful machine 
learning algorithms like Gradient Boosting and XGBoost has 
shown promising results in dealing with imbalanced datasets. 
For instance, in the research on spinal disease prediction, the 
SMOTE-RFE-XGBoost model effectively addressed 
imbalanced data by utilizing recursive feature elimination 
(RFE) and XGBoost for classification. This approach 
significantly improved accuracy and precision in the 
classification task, achieving an accuracy of 97.56% with 
enhanced performance metrics like F1 score and mean square 
error (MSE) values, which indicate robust model performance 
in identifying minority class instances[15]. The ability to 
select relevant features and effectively balance the dataset 
underscores its relevance in complex medical scenarios. 

Similarly, another study proposed a SMOTE-XGBoost 
hybrid approach for lithological classification, which also 
addresses the challenges posed by imbalanced datasets. 
Although not directly related to medical applications, this 
study demonstrated the effectiveness of SMOTE in improving 
minority class classification. The application of SMOTE-
XGBoost showed superior performance in classifying 
imbalanced geological data, with significant improvements in 
sensitivity and accuracy metrics [16]. These findings suggest 
that a similar approach could be highly effective in cirrhosis 
classification. 

III. METHODOLOGY 

The research methodology is outlined in Figure 1 and includes the 
following stages: Data Collection, Implementation, Model 
Performance Evaluation, and Result and Analysis. 

   
Fig. 1.  Methodology 

Data Collection

Implementation

Model Performance Evaluation

Result and Analysis



International Journal of Informatics and Computing, Vol. 1, No. 1 (2025) 

 
 

- 36 - 

A. Data Collection 
The data collected for this study can come from various 

sources, such as medical records, public health surveys, or 
medical databases. This data includes information on cirrhosis 
patients, risk factors, and related variables. The data may 
cover a specific time and must be carefully verified to ensure 
it meets the research requirements. Accurate and reliable data 
collection is essential to ensure the validity of the study's 
findings, and the effectiveness of the models used for analysis. 
Additionally, ethical considerations regarding patient privacy 
and data security must be adhered to throughout the research 
process to maintain confidentiality and trust. 
B. Implementation 

In this implementation phase, we will develop the program 
code using Python within Jupiter Notebook, a widely popular 
platform in scientific research due to its flexibility and ease of 
use. The implementation process will be structured into 
several key stages: data preprocessing, oversampling using 
SMOTE to handle class imbalance, splitting the data into 
training and testing sets, and finally, model training. Each step 
is critical for ensuring that the data is well-prepared, the 
imbalance is addressed effectively, and the models are trained 
to achieve optimal performance. This systematic approach is 
designed to improve both the accuracy and robustness of the 
classification models, ultimately contributing to more reliable 
and meaningful research outcomes. 
C. Model Performance Evaluation 

The model's performance is assessed by evaluating key 
metrics such as accuracy, F1-score, and other relevant 
evaluation indicators on the test data. A comparative analysis 
between Gradient Boosting and XGBoost models is conducted 
to identify which is more effective in classifying cirrhosis data. 
This comparison provides valuable insights into the strengths, 
limitations, and overall effectiveness of each model, helping to 
determine the optimal approach for achieving accurate and 
reliable classification. By leveraging these metrics, the study 
aims to ensure the most suitable model is chosen for this 
critical task. 
D. Result and Analysis 

The experimental results were analyzed to understand the 
benefits and limitations of each technique, particularly the use 
of SMOTE for handling class imbalance. This analysis also 
involved evaluating the strengths and weaknesses of the 
Gradient Boosting and XGBoost models in the context of 
cirrhosis data. By assessing these aspects, the study aims to 
provide a comprehensive understanding of how each model 
performs, highlighting where each technique excels and 
where improvements may be needed to optimize the 
classification of cirrhosis cases. 

IV. RESULT AND ANALYSIS 

A. Data Preprocessing 
Effectively identifying and addressing missing values in a 

dataset is crucial for ensuring data quality. One common 
approach is to fill in missing values using methods such as the 
mean or median, depending on the nature of the data. In this 

case, to address missing values in the "ascites," 
"Hepatomegaly," and "spiders" columns, the mean imputation 
method will be applied—replacing missing entries with the 
average value from each respective column. For columns 
containing categorical or non-numerical data, where missing 
values are present, the mode (the most frequently occurring 
value) will be used as a substitute. This ensures that missing 
data is replaced with the most representative value, 
maintaining the integrity and consistency of the dataset. By 
using these strategies, the dataset becomes completer and 
more reliable for subsequent analysis, reducing potential bias 
and inaccuracies. 

 
Fig. 2.  Missing Value 

In addition, categorical attributes such as "age," "stage," 
and others need to be converted into a suitable format for 
analysis. This can be done by applying techniques such as one-
hot encoding or label encoding. One-hot encoding transforms 
categorical variables into binary columns, each representing a 
unique category, while label encoding assigns numerical 
values to different categories. These methods ensure that the 
categorical data is properly formatted for machine learning 
models, allowing the algorithms to process and analyze the 
data effectively without misinterpreting the categorical 
variables as ordinal or numerical values. This step is essential 
for improving the model’s performance and ensuring accurate 
predictions. 

B. Oversampling with SMOTE 
To address class imbalance in the dataset, where the 

cirrhosis class may have low representation, this study 
employs the Synthetic Minority Over-sampling Technique 
(SMOTE). SMOTE generates synthetic samples for the 
minority class, helping to achieve a more balanced ratio 
between the majority and minority classes. This technique is 
particularly useful in improving model performance when 
dealing with imbalanced data. The experimental results with 
SMOTE are compared to those without SMOTE to understand 
the impact of oversampling on the outcomes. This comparison 
helps assess how oversampling influences the model's ability 
to correctly classify instances from the minority class and 
improve overall predictive accuracy. 
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Fig. 2.  Resampling using SMOTE 

SMOTE is applied to address the class imbalance across the 
categories 0, 1, 2, and 3 in the cirrhosis dataset. This technique 
works by increasing the number of samples in the minority 
classes, generating synthetic data points until the distribution 
is balanced with the majority class. By doing so, SMOTE 
ensures that the model receives a more equal representation 
of each class, which helps improve its ability to accurately 
classify all categories, particularly the less frequent ones, 
thereby enhancing the overall model performance. 

C. Gradient Boosting and XGBoost Model Training 
The Gradient Boosting and XGBoost models were trained 

on a preprocessed dataset. Experiments were conducted using 
various hyperparameters, such as the number of trees, 
learning rate, and tree depth, to fine-tune the models. The 
primary goal of this step was to optimize the classification 
models for cirrhosis data, ensuring the best possible 
performance. By experimenting with different 
hyperparameter combinations, the study aims to identify the 
most effective settings for improving accuracy, precision, 
recall, and overall model efficiency in detecting cirrhosis. 

The analysis results of Gradient Boosting indicate that this 
method provides a strong level of accuracy in classifying 
cirrhosis data. In the model evaluation, key metrics such as 
accuracy, precision, recall, and F1-score were used to measure 
the model's performance comprehensively. These metrics 
demonstrate how well the model distinguishes between 
different classes, making Gradient Boosting a reliable 
approach for improving classification accuracy in cirrhosis 
detection. The consistent performance across these evaluation 
metrics underscores the model’s effectiveness in handling the 
dataset and delivering robust predictions. 

 
Fig. 3.  Gradient Boosting accuracy results without SMOTE 

 
Fig. 4.  Gradient Boosting accuracy results with SMOTE 

The confusion matrix illustrates the model's classification 
performance for cirrhosis data across four classes (0, 1, 2, 3). 
Class 0 shows the strongest performance, with 27 out of 28 
instances correctly classified, reflected in a high recall (0.96) 
and precision (0.93). Class 1 had 23 correct predictions out of 
35, though 10 were misclassified as class 2, yielding a recall of 
0.66 and precision of 0.53. Class 2 showed more 
misclassification, with only 14 of 34 instances correctly 
predicted, leading to lower recall (0.41) and precision (0.48). 
Similarly, class 3 struggled, with 11 out of 27 instances 
correctly classified and significant misclassification into class 
2, resulting in a recall of 0.41 and precision of 0.48. Overall, the 
model achieved an accuracy of 0.60, with macro and weighted 
average F1-scores of 0.61 and 0.60, respectively, indicating that 
while the model handles class 0 well, it has challenges with 
classes 2 and 3, affecting its overall performance. 

 
Fig. 4.  Gradient Boosting Confusion Matrix 

Next, the analysis of XGBoost shows that this method 
provides a strong level of accuracy in enhancing the 
classification of cirrhosis data. The model's performance is 
evaluated using key metrics such as accuracy, precision, recall, 
and F1-score, offering a comprehensive view of its 
effectiveness. These metrics help assess the model’s ability to 
accurately detect and classify cirrhosis, demonstrating 
XGBoost’s reliability in improving predictive outcomes for 
this dataset. Furthermore, the method’s robustness is 
highlighted by its ability to handle large and complex data, 
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optimizing feature selection and minimizing errors. The 
results underscore the method's potential in delivering 
accurate and consistent performance in medical data 
classification tasks, ensuring better predictive modeling in 
cirrhosis research. 

The figure 4 and 5 shows a classification report evaluating 
the performance of a model based on several metrics, 
including precision, recall, F1-score, and support for each 
class. There are four classes (0.0, 1.0, 2.0, 3.0) with respective 
evaluation scores. Class 0.0 has a high precision (1.00) but very 
low recall (0.17), indicating that while all predictions for class 
0 are correct, many instances of class 0 are not detected by the 
model. Classes 2.0 and 3.0 have a better balance between 
precision and recall, with F1-scores above 0.5. The overall 
accuracy of the model is 0.46, reflecting relatively low 
performance, with a weighted average F1-score of 0.45. 

 
Fig. 4.  Xgboots accuracy results without SMOTE 

 
Fig. 4.  Xgboots accuracy results with SMOTE 

The confusion matrix above illustrates the classification 
performance of the model based on the provided classification 
report. For class 0, the model correctly predicted 23 out of 28 
instances, with 3 misclassified as class 1 and 2 as class 2, which 
aligns with its high precision (0.88) and recall (0.82). For class 
1, out of 35 actual instances, 18 were correctly classified, while 
11 were misclassified as class 2 and 4 as class 3, leading to 
moderate precision (0.44) and recall (0.51). Class 2 struggled 
the most, with only 13 out of 34 instances correctly classified, 
6 misclassified as class 1, and 13 as class 3, reflected in lower 
precision (0.38) and recall (0.38). Similarly, class 3 saw 13 out 
of 27 instances correctly classified, with significant 
misclassification into classes 1 and 2, leading to precision 
(0.57) and recall (0.48). Overall, the model achieved an 
accuracy of 0.54, with macro and weighted averages for 
precision, recall, and F1-score around 0.55, indicating that 
while class 0 was handled well, other classes faced significant 
misclassification, particularly between classes 2 and 3. 

 
Fig. 4.  Xgboots Confusion Matrix 

D. Model Performance Evaluation 
The model's performance is evaluated using metrics such 

as accuracy, F1-score, and other evaluation metrics on the test 
data. The performance of the Gradient Boosting and XGBoost 
models is compared to determine which model is more 
effective in classifying cirrhosis data. This comparison 
provides insights into the strengths and weaknesses of each 
model, helping to identify the approach that delivers better 
accuracy, precision, recall, and overall performance in 
predicting the stages of cirrhosis. The results aim to highlight 
which model is more suitable for this specific classification 
task, offering a data-driven understanding of their 
effectiveness. 

The graphs above depict the model’s accuracy and loss 
over 20 epochs. In the accuracy plot, we see a steady 
improvement in model accuracy, starting at around 0.52 and 
gradually increasing to 0.67 by the 20th epoch. This suggests 
that the model is learning and refining its predictions as the 
training progresses.  In the loss plot, the loss steadily decreases 
from 1.1 at the beginning to 0.52 by the end of the training, 
indicating that the model is minimizing errors and becoming 
more efficient in its predictions over time. Both curves reflect 
the typical pattern of model improvement during training, 
with the accuracy rising and the loss decreasing as the model 
optimizes its parameters. 

 
Fig. 4.  Model Accuracy and Loss 



International Journal of Informatics and Computing, Vol. 1, No. 1 (2025) 

 
 

- 39 - 

The comparison table highlights a notable increase in 
accuracy, precision, recall, and F1-score after applying 
SMOTE. Based on these findings, the study demonstrates that 
the use of SMOTE to address data imbalance, in combination 
with the Gradient Boosting and XGBoost models, produces 
significantly better results compared to methods that do not 
employ SMOTE. This indicates that incorporating SMOTE not 
only enhances the effectiveness of the classification models 
but also improves their ability to detect cirrhosis across 
minority classes, leading to more accurate and balanced 
predictions. The marked improvement in key performance 
metrics underscores the importance of oversampling 
techniques like SMOTE in handling imbalanced datasets, 
especially in medical research where class imbalance is 
common. This approach ensures that all classes are adequately 
represented, contributing to more reliable and robust 
predictive models for complex health conditions. 

TABLE I. Comparison of Performance Results 

Methods Accuracy Precision Recall F1-Score 

Gradient 
Boosting using 
SMOTE 

0,60 0,61 0,61 0,61 

Gradient 
Boosting without 
using SMOTE 

0,46 0,56 0,38 0,40 

Xgboots using 
SMOTE 0,54 0,57 0.55 0.56 

Xgboots Without 
using SMOTE 0,46 0,56 0,38 0,40 

V. CONCLUSION 

This study assesses the impact of applying the Synthetic 
Minority Over-sampling Technique (SMOTE) to improve 
cirrhosis classification using two algorithms: Gradient 
Boosting and XGBoost. The experimental results revealed a 
modest increase in accuracy following the application of 
SMOTE. Both models demonstrated solid performance in 
detecting cirrhosis within an imbalanced dataset, reflected in 
key metrics such as accuracy, precision, recall, and F1-score. 
Specifically, Gradient Boosting achieved an accuracy of 0.60, 
with precision, recall, and F1-score all at 0.61, whereas 
XGBoost produced an accuracy of 0.54, precision of 0.57, recall 
of 0.55, and an F1-score of 0.56. These findings highlight that 
SMOTE effectively enhances model performance by 
mitigating class imbalance, resulting in more reliable and 
balanced predictions for the cirrhosis dataset. The application 
of SMOTE, therefore, proves to be a valuable approach for 
improving the robustness of machine learning models in 
handling skewed data distributions. 
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